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Slimmable semantic segmentation framework

Slimmable Network

Stepwise Downward Distillation

Stepwise Downward Distillation

Slimmable models vs independent modelsLimitation of Current models:
• Operating at a single accuracy-latency tradeoff
• Relying on well-crafted network architectures
• Conducting slimming only on backbones
Observation:
• Differences mainly exist along the semantic boundaries

dynamic
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boundary
supervision

(a) Prediction of 
model width×1.0

(b) Difference map
×1.0 vs×0.75

(c) Difference map
×1.0 vs×0.25

We propose a flexible semantic segmentation framework (SlimSeg),
which can adapt its model capacity during inference via the channel
slimming mechanism.
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Auxiliary Boundary Detection Head

Semantic Boundary Guided Loss

also training with stepwise 
downward distillation

Boundary Guided Masking

The class probabilities estimated from the larger subnetwork are
used as soft targets for training the next smaller subnetwork.
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• The same model runs at different number 
of active channels (widths).

• Independent batch normalization (BN) 
layers for each widths.

• Using the distillation combined with boundary guided loss function
achieve higher accuracy on all the subnetworks.

• Stepwise downward distillation benefits more on smaller submodels.

• Our slimmable method outperforms the individually trained model
especially on large models (ResNet50).

• Globally slimmable models are better than backbone slimmable ones.

• Better performance on small objects and semantic borders.
• The features in boundary and textured regions are enhanced.
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Low-level features w & w/o BS

• A general slimmable framework can be directly applied to most
mainstream segmentation models.

• Enable adjustable accuracy-efficiency tradeoffs.
• Higher accuracy on smaller submodels without great accuracy drops 

on large submodels.
• Globally consistent width multipliers are sub-optimal.
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